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Task Description:

This task is part of the Human Capabilities Assessments for Autonomous Missions (HCAAM) Virtual NASA
Specialized Center of Research (VNSCOR). 
Future deep space missions will present new challenges for crew, and increased risks to human performance due to the
stress, fatigue, radiation exposure, and isolation that characterizes these missions. In addition, crew will no longer be
able to depend on timely support from Mission Control due to distance from the Earth, but will have to work
autonomously, while maintaining high performance. Mission Controllers may not be available to answer questions,
check system status, assist with procedures, monitor for errors, or troubleshoot problems. Greater crew autonomy will
increase dependence on automated systems, and design of these automated systems must be driven by sound
human-system integration standards and guidelines in order to ensure mission success. Historically, crew have had very
limited dependence on automated systems, thus crew will be faced with a new way of working that may put situation
awareness (SA) at risk. We must develop methods for promoting good situation awareness in the automated systems that
will most certainly be part of future deep space vehicles and habitats. 

Procedure automation is a promising technology for reducing crew workload. We define procedure automation as
technology that automates the selection or execution of procedural tasks. Structuring the work of automation according
to human procedures should improve the transparency of automation actions. This approach provides a means for
establishing common ground about ongoing tasks to improve operator understanding of automation behavior. 

New technologies such as adaptive, multimodal, augmented reality displays can offer the benefits of information
presentation tailored to meet the needs of each crewmember, taking into consideration the current state of that
crewmember (e.g., sleep-deprived, high workload), as well as the current state of his/her environment and ongoing
activities (e.g., emergency situation, time-critical operations). 

We propose to combine technology for procedure automation with technology for augmented reality multi-modal
(ARMM) user interfaces using Microsoft Hololens head-mounted display to provide a virtual task assistant to assist crew
in performing procedural work. This virtual task assistant will be capable of identifying which procedures should be
performed, performing actions in crew procedures, and summarizing actions taken by the human-automation team to
assist crew in preparing for tasks and taking over tasks from other team members. 

Four studies are planned to evaluate the effects of a virtual task assistant combining procedure automation with
augmented reality multi-modal (AARM) user interfaces on human task performance. These studies will achieve the
following aims: 

Aim 1. Determine best methods to improve situation awareness and improve crew autonomy when using a virtual task
assistant to prepare for and perform manual maintenance. 

Aim 2. Determine best methods to improve situation awareness and reduce workload when a virtual task assistant is
used to handover maintenance tasks between users. 

Aim 3. Determine best methods to improve situation awareness and reduce workload when using a virtual task assistant
to help manage concurrent manual and automated tasks. 

The proposed work addresses a number of gaps in the Human Research Program Human Factors and Behavioral
Performance risks. This project will provide guidelines for designing effective human-automation systems and evaluate
human-automation performance for exemplar procedure automation systems. This project also will provide guidance for
the application of multi-modal and adaptive displays and control to Human-Computer Interaction (HCI) design for long
duration operations. 

  

Rationale for HRP Directed Research:   

Research Impact/Earth Benefits:

Technologies for virtual task assistance are increasingly available in everyday life. One of the most common is voice
enabled assistance, like Siri and Alexa, that aid some activities of daily living. And augmented and virtual reality
technologies are becoming mainstream, with the introduction of new devices such as Microsoft HoloLens 2, and
improved standards such as the WebXR standards ( https:// ) for accessing virtual and augmented reality devices. 

The Virtual Intelligent Task Assistant (VITA) project is leveraging augmented reality platforms and new WebXR
standards to develop a virtual task assistant that can be used to assist users with procedural task work on the job. Our
technical approach is innovative in that new procedural tasks can be supported without custom software development.
Our experimental research is distinguished by investigating effective task assistance for maintenance or assembly tasks
where hands-free operation of task assistance is beneficial. For the first year we are investigating best techniques for
using augmented reality task assistance when assembling small devices that are held in the hands during assembly. 

This technology and associated research findings have potential benefit to NASA for the assembly, maintenance, and
repair of aircraft, spacecraft, habitats, and robotics. This technology and associated research findings also have broader
potential benefit for any organization performing assembly and maintenance procedural work. This includes assembly
and maintenance of drilling equipment for the oil and gas industry, equipment used in chemical processing plants, and
maintenance and repair of commercial aircraft. 

  

The Virtual Intelligent Task Assistant (VITA) project investigates the effects of a virtual task assistant on human
performance of procedural work. The virtual task assistant combines procedure automation with augmented reality
multi-modal user interfaces. Procedure assistance will be provided in a Microsoft HoloLens headset that can present
information in augmented reality overlays of the visual field. The virtual task assistant will assist users in becoming
familiar with planned procedures, in performing procedure actions, and in maintaining awareness of procedure actions
taken by other crew members or automation. Human performance will be compared with and without the virtual task
assistant with the goal of informing best methods for delivering and using such virtual task assistants. The aims of this
research are listed below. 
Aim 1. Determine best methods to improve situation awareness and improve crew autonomy when using a virtual task
assistant to prepare for and perform manual maintenance. 

Aim 2. Determine best methods to improve situation awareness and reduce workload when a virtual task assistant is
used to handover maintenance tasks between users 
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Task Progress:

Aim 3. Determine best methods to improve situation awareness and reduce workload when using a virtual task assistant
to help manage concurrent manual and automated tasks. 

Research during the second year of this project addresses Aim 1. To achieve Aim 1, we defined and prepared for a study
in the Human Exploration Research Analog (HERA). This study investigates the usability and effectiveness of the
virtual task assistant to improve crew autonomy in the HERA Campaign 6. Effectiveness in increasing crew autonomy is
indicated by the number and type of interactions with MCC (Mission Control Center) or other crew members made
during this experiment. Usability is measured using the System Usability Scale (SUS). The VITA project is conducting
two studies to determine the best methods to improve situation awareness and improve crew autonomy when using a
virtual task assistant to prepare for and perform manual maintenance and assembly (Project Aim 1). These studies
attempt to answer the question posed in the proposal: 

“Can the virtual task assistant stand-in for MCC and help crew prepare for and perform manual tasks that are not done
frequently, such as equipment maintenance and assembly?” 

The HERA Campaign 6 experiment and pilot study were defined in the first year of the VITA project. We made
progress in these studies in the second year as described below. 

During the second year the VITA project met a number of milestones for HERA Campaign 6 that define our HERA
experiment. The hardware and software to be used for the VITA experiment was delivered to HERA. And the functional
testing of VITA in HERA facility was completed. We worked with our HERA Experiment Support Scientist (ESS) to
accomplish these activities. 

We finalized and tested a full set of electronic procedures for the rover assembly and disassembly tasks. We integrated
these procedures with the VITA software. Multi-modal interaction when using the augmented reality software in a
HoloLens includes visual presentation of information, hand gestures, and gaze tracking. To improve support for
hands-free operation, we are investigating the use of gaze to interact with the VITA user interface, including advancing
to the next instruction, recording data, and manipulating the 3D model. 

Conducting research safely during the COVID-19 pandemic required modification of the Institutional Review Board
(IRB) used for the VITA studies. Specifically, we modified the study procedures in July 2020 to include both participants
and researchers wearing masks and gloves for the duration of the pilot session. We also renewed the VITA IRB in
October 2020. This renewal included similar provision for conducting studies during the COVID-19 pandemic. 

The VITA experiment as originally planned ran the VITA software on a laptop resident inside HERA. Restrictions going
onsite Johnson Space Center (JSC) due to COVID-19 made it difficult to validate technology running on a laptop in
HERA. During the reporting period we worked with HERA to modify our experiment protocol to improve access to
software and procedures by running the VITA software on a cloud server instead of a laptop resident inside HERA.
This approach has been implemented and tested by HERA and by the VITA research team. 

Pilot sessions were originally planned to be conducted in the Human Factors Engineering Laboratory (HFEL) onsite at
Johnson Space Center (JSC) using subjects from the Human Test Subject Facility (HTSF) at JSC. Restrictions going
onsite Johnson Space Center (JSC) due to COVID-19 prevented us from conducting pilot sessions when originally
planned. 

To make progress on some pilot study objectives, we conducted walkthroughs at a team member’s home with family
members and work colleagues. Safety protocols from IRB were followed. Although JSC is still under Phase 3
restrictions, the VITA project recently received a waiver to conduct pilot sessions onsite at JSC. We are currently
contacting candidate participants through HTSF to resume pilot sessions. Preliminary findings to date from pilot sessions
and walkthroughs include 1) more accurate estimate of session timing for the HERA study, 2) improved procedures for
rover assembly and disassembly, and 3) techniques for more automated computation of task metrics. 

The Principal Investigator met monthly with Dr. S. Robinson, Dr. B. Gore, and Principal Investigators for the Virtual
NASA Specialized Center of Research (VNSCOR) for “Human Capabilities Assessments for Autonomous Missions”
(HCAAM). These meetings improved communication among these projects and promoted coordination between
projects. 

A paper describing our approach for automatically computing task performance metrics for VITA was accepted for
presentation at SpaceOps 2021 [1]. This approach combines actions logged in the electronic procedure database with
tasks defined in the electronic procedure to compute performance metrics upon request. 

The last quarter of Year 2 will focus on finishing the pilot study for HERA Campaign 6. This study evaluates
experimental techniques for the HERA C6 study. The study to be conducted in HERA Campaign 6 should start in Year 3
(expected start in September 2021). 
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