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The study of human-robot interaction (HRI) involves understanding and shaping the interactions between humans and
robots (Goodrich & Schultz, 2007). It is important to evaluate how the design of interfaces and command modalities
affect the human’s ability to perform tasks accurately, efficiently, and effectively (Crandall, Goodrich, Olsen Jr., &
Nielsen, 2005). Many NASA robot systems are teleoperated. Developing safe, reliable, and effective human-robot
interfaces for teleoperation involves providing the information necessary to support operator task performance. For robot
navigation tasks, which include the operator moving a robot through space or commanding individual robot segments,
the operator needs to understand the current and desired state of the robot, and have the most compatible command
modality with the task.

In Fiscal Year 2011 (FY11), preparatory work was completed in the form of literature reviews; observations of NASA
robot systems; interviews with NASA robotic operators and trainers; and a space HRI workshop. These activities
resulted in the selection of three research areas that are the focus of the proposed work. The three research areas are:
Video Overlays, Camera Views, and Command Modalities.

Studies proposed in this Directed Research Project in the area of Video Overlays consider two factors in the
implementation of augmented reality (AR) for operator displays during teleoperation. The first of these factors is the
type of navigational guidance provided by AR symbology. Participants’ performance during teleoperation of a robot
arm will be compared when they are provided with command-guidance symbology (i.e., directing the operator what
commands to make) or situation-guidance symbology (i.e., providing natural cues so that the operator can infer what
commands to make). The second factor to be considered for AR symbology is the effect of overlays that are either
superimposed or integrated into the external view of the world. A study is proposed that compares the effects of
superimposed and integrated overlays on operator task performance during teleoperated driving tasks.

Studies proposed in the area of Camera Views investigate inclusion/exclusion of a robot within the video feed and
camera frame of reference. One study will investigate the effects of including and excluding the robot’s chassis within
the video feed presented to operators on path-following and maze traversal task performance. Another study will
investigate the effects of the addition of an exocentric camera frame of reference to egocentric frames of reference on
operator task performance for these same tasks.

Lastly, studies in the area of Command Modalities will systematically build and evaluate gesture and voice vocabularies
for commanding a ground-based mobile robot. The first in this series of studies will have participants produce robot
commands for a set of critical control functions. The characteristics of the commands will be analyzed. In a second
phase of this study, the strength of association between command and voice/gesture inputs will be evaluated. The next
two studies will test the learnability and memorability of the developed vocabularies in the context of a representative
task.

The video overlays developed by the research projects can be applied to any type of robotic teleoperation situation.
The results of the camera view studies will be applicable to mobile robots such as rovers and search and rescue robots.

Finally, the method applied and tested for the development of a gesture and voice command vocabulary can be used for
any other system to develop similar kinds of communication systems.

Teleoperation is usually accomplished with the use of one or multiple camera views. The amount and type of
information provided by the limited view of cameras can lead to reduced situation awareness, increased task times, and
errors. The use of augmented reality, in the form of overlays, is one approach that may compensate for the issues
associated with teleoperation with video feed. A series of studies were conducted to investigate the effect of overlays on
teleoperator performance. The first study investigated the effects of situation and command guidance overlays on
operator performance when teleoperating a robot arm and found that command guidance led to better performance than
situation guidance. The combination of command and situation guidance seemed to have too much information and was
more difficult to interpret than the other guidance conditions. The second experiment was a pilot study that considered
the use of integrated and superimposed overlays for a teleoperated navigation task. The results were consistent with the
literature: participants had higher number of collisions with the integrated overlays than with the head-down display,
though in this condition participants were also slower. Since this study was conducted only with five participants,
statistical inferences cannot be drawn from these results. The third study used redesigned versions of the superimposed
and integrated overlays in normal and degraded visual condition. The results of this study showed no effect of overlay or
visual condition on driving performance as measured by the number of collisions, speed, task completion time, or
situation awareness.

Follow-on studies need to investigate these types of overlays with improved designs and in more realistic environments.
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