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Task Description:

This proposal addresses the need for multimodal augmented displays to successfully execute both planetary
Extra-Vehicular Activity (EVA) and telerobotic operations. Surface EVAs and telerobotic operations will include
complex missions such as construction and assembly, surface and geologic exploration, and excavation for protective
shelter. Specific constraints limit human performance in the particular context of surface operations, leading to a
perceptually impoverished environment, combined in some cases with communication delays. The visual field of view
[FOV] is restricted, there is no auditory information from the external environment, and somato-sensory systems are
negatively affected by distortion of the normal 3-D reference frame. Such limitations can seriously affect mission safety
and completion, resulting in a critical need to address how advanced controls and displays can mitigate the effects of
complex task demands in an extreme environment. 
The proposed research examines performance benefits resulting from virtual visual and auditory enhancements to the
astronauts’ controls and displays. Studies will be conducted where head-up projections, 2D visual map displays, and
virtual spatial auditory cues are combined in a synergistic manner to improve orientation, reaction time, and
localization. Our prior work at the NASA Ames Research Center (ARC) ARC-TH Advanced Controls and Displays
Laboratory has already demonstrated performance advantages from using spatially congruent visual and auditory cues
for situational awareness and navigation. This proposal will further develop this prior work for application to dual-task
activities (e.g., navigation and monitoring of mission consumables such as battery power) more congruent with the high
workload of anticipated EVA conditions. 

The first study will compare human performance (orientation, response time, and localization time) in a “virtual”
navigation task using separate or combined spatial auditory and visual input via specialized navigation aids (NavAids):
a 2D visual map and/or a spatial auditory display. A combined visual map display uses an exocentric spatial frame of
reference, requiring mental transformation to solve the problem of the interference between the data provided by the
map and the operator’s current FOV. Auditory icons (unique, subtle continuous sonic feedback) form a cognitive map
or “auditory scene” that informs the operator about the location and status of dynamic rovers and astronauts on surface
in an egocentric reference frame (camera view). The advantage of a bimodal display combining the sources of
information will be explored; prior research suggests that this will provide significant performance advantages by
selecting the most appropriate sensory input as a function of the operator’s bearing. Study 1 will investigate the
performance impact produced by increased workload due to multi-tasking and degradation of the visual environment
(low visibility, high object ambiguity). Study 2 will investigate workload due to the impact of moderate communication
delays (< ~1s) in the context of a docking task utilizing unimodal or bimodal docking aids. We will also explore the
feasibility of transferring multimodal display capabilities for use in collaborative experiments involving a “real”
navigation task in a physical telerobotic configuration. This may include NASA facilities such as the ARC Intelligent
Robotics Group and the analog definition facilities of the Johnson Space Center (JSC) Human Exploration Research
Analog (HERA). 

  

Rationale for HRP Directed Research:   

Research Impact/Earth Benefits:   

Task Progress:
New project for FY2014. 
(Ed. note: added to Task Book when received period of performance information Feb. 2015) 
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